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Abstract

TheNASALewisResearchCenterisdevelopingamultichan-
nelcommunicationsignalprocessingsatellite(MCSPS)system
whichwill providelowdatarate,directto user,commercial
communicationsservices.Thefocusofcurrentspacesegment
developmentsisaflexible,high-throughput,faulttolerantonboard
informationswitchingprocessor.Thisinformationswitching
processor(ISP)is adestination-directedpacketswitchwhich
performsbothspaceandtimeswitchingtorouteuserinformation
amongnumeroususergroundterminals.Throughbothindustry
studycontractsandin-houseinvestigations,severalpacketswitch-
ingarchitectureswereexamined.Acontention-freeapproach,the
sharedmemoryperbeamarchitecture,wasselectedforimple-
mentation.Thispaperdescribesthesharedmemoryperbeam
architecture,fault toleranceinsertion,implementation,and
demonstrationplans.

Introduction

The NASA Lewis Research Center is developing a multichan-

nel communication signal processing satellite (MCSPS) architec-

ture as part of a flexible, low cost meshed VSAT network _which

provides contiguous United States coverage through eight fixed

uplink antenna beams and eight hopping downlink antenna beams.
The satellite architecture is shown in Fig. 1. The information

switching processor (ISP) on board the satellite provides connec-

tivity among the uplink and the downlink beams enabling thousands
of low rate users to communicate with each other.

Two types of user traffic, packet data (packet switched) and

nonpacket data (circuit switched), are supported by the MCSPS

satellite network. Destination-directed packet switching imple-

mentation of the ISP is desirable over circuit switching for several

reasons. A destination-directed packet switch (DDPS) is
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self-routing and efficiently utilizes bandwidth for"bursty" packet

traffic. A DDPS was chosen for the ISP implementation, requiring

user ground terminals to packetize circuit switched data.

Because actual traffic patterns are not known, a destination-

directed packet switch can potentially have both contention and

congestion problems. To avoid contention problems, a conten-
tion-free switch architecture was selected for the ISP. A conten-

tion-free switch is only possible because the total satellite through-

put is less than 1 gigabit per second. Contention-free switches for

satellite throughput in excess of 1 gigabit per second are beyond

current technology. Like contention, however, switch congestion

cannot be completely avoided. The ISP must monitor the traffic

threshold (before congestion occurs) is reached. Network control

can then initiate various congestion control measures to avoid

congestion.

To reduce the amount of onboard storage, packets are divided

into 16 subpackets of 128 bits each. The first subpacket ofapacket

contains header information which indicates the packet source,

the destination downlink beam and dwell for point-to-point com-

munication traffic, and also signifies multiple destination beams

and/or dwells for multicasting. Figure 2 shows the packet and

header format. The destination field contains 9 bits to specify the

destination beam (l bit for each of the eight destination beams and

1 bit to route messages to the onboard processor), 3 bits for

destination dwell specifying 8 dwells per downlink beam, and 15
bits for destination user addresses. The user addresses are defined

by network control and may indicate single users or groups of
users. The final destination bit, the multicasting bit, indicates that

there are multiple destinations for the packet. To reduce the

required number of destination bits in the header and to reduce

switch complexity, a restriction has been placed on the network so

that when a packet is multicasted it is sent to all the dwells of the
destination beam(s).

When a multicasting bit is set, the destination bits are slightly

redefined. The destination beams are still indicated by the same

9 bits, however multiple bits may be set for multiple destination

beams. The 3 dwell bits are unused and all 8 dwells within the

destination beam(s) will receive the multicasted packet. The 15

user address bits now contain multicasting addresses. The multicast

destination users are informed of their multicasting address by
network control.

Uplink data is transmitted using a MF-TDMA (multifrequency

time division multiple access) technique. Downlink data is

transmitted using a TDM format. The uplink and the downlink

frames are divided into 16 subframes to take advantage of the

subpacket structure. The ISP processes a subframe at a time. The

first subframe of a frame contains all the header subpackets, which

are used by the switch to set up the routing for the entire frame.

Each downlink frame contains 8 dwells which can vary in size

according to the needs of the current satellite traffic. The use of

subpackets and subframes reduces the amount of onboard storage

by a factor of 16, requiring only one subframe of data to be stored

onboard the satellite at any time. Reference 1 contains a detailed

description and analysis of the packet and frame structures.

A shared memory per beam switch architecture was chosen for
the ISP. Reference 2 describes three contention-free architectures

and discusses the rationale for choosing the shared memory per

beam approach. The modularity of the shared memory per beam

approach, and the fact that a good compromise between complex-

ity of processing and memory efficiency is being reached, makes

this design the best suitable for a packet switch architecture in the

described application.

This paper provides a detailed description of the shared memory

per beam architecture, and discusses critical issues such as con-

gestion control and fault tolerant design. Plans for implementa-

tion and testing of the switch architecture are also described.

Approach

The shared memory per beam architecture is a destination-

directed packet switch which is nonblocking and free of output

contention. Switch congestion, however, can cause the beam
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control memory first-in, first-out memories (FIFO' s) to overflow.

Therefore, congestion control algorithms must be considered

with this approach. The switch architecture readily supports both

point-to-point and multicast communication traffic. The shared

memory per beam switch is self-routing. Packet destination
information is contained in the packet header and is used to route

the packet to the correct downlink beam and dwell. Each down-

link beam has a beam memory module which contains a data

memory that is shared by each of the eight downlink dwells in the

beam. Switching is performed first by routing the subpackets to

their correct destination beam memory module and then by

reordering the subpackets into their correct dwell locations.

Architecture

The shared memory per beam architecture is a hybrid between

the fully shared memory and the shared bus architectures. In the

shared memory per beam architecture, each downlink beam has a

beam memory module which contains a data memory shared by

its 8 downlink dwells. Switching is performed first by routing the

subpackets to their destination beam (space switching) and then

by reordering the subpackets into their correct dwell locations
(temporal switching). Figure 3 contains a block diagram of the

shared memory per beam architecture. As shown in the figure, the

architecture can be subdivided into three major components: the

input module, the switching and processing module, and the

output module.

The input module consists of a multiplexer and an input FIFO

for each uplink user. The satellite network contains 8 uplink

beams, each supporting 32 time division multiplexed (TDM)
wideband users (2.048 Mbps), for a total of 256 simultaneous

uplink users. Each input FIFO receives input data at 2.048 Mbps,
buffers the data and performs a rate conversion. The input FIFO

reads are staggered so that the data from all 256 input lines can be

multiplexed onto a single high-speed TDM bus. The output data

rate of each input FIFO, 524.288 Mbps, is the composite rate of the

input data rate of all 256 users.

The heart of the shared memory per beam architecture is the

switching and processing module. This module includes a beam

header decoder and multiple beam memory modules, one for each

downlink beam. The beam header decoder receives the high-

speed TDM bus from the switch input module and determines the
destination beam from the packet' s header. First the beam header

decoder determines if the packet is idle or busy from the status bits

in the packet header. Idle packets are empty packets containing
no information and are not processed and switched. If the packet

is busy, the beam header decoder uses a look-up table or other type

of bit mapper to determine the packet destination, and creates an

enable signal to the appropriate destination beam memory mod-
ule. The TDM bus is transmitted to all the beam memory modules

but the beam header decoder will enable only the correct destina-

tion module. If a multicast signal is received, multiple beam

memory modules are enabled.

Packet routing information is contained in the first subframe

(header subframe of each frame. Each subsequent subframe in the
same frame is routed exactly the same as the header subframe.

The decoded output of the beam header decoder is stored in a

frame routing memory during the header subframe to preserve the

routing information for use in the remainder of the frame.

The shared memory per beam architecture contains a beam

memory module for each downlink beam. As shown in Fig. 4,
each module contains a dwell header decoder, a shared memory,

an address pool FIFO, dwell control memories, and address
control memories. Each beam memory module is responsible for

reordering incoming subpackets into their correct dwell locations
within a destination beam. The data flow is as follows: subpackets
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received by the beam memory module are written into the shared

memory at the first available unused memory location (provided

by the address pool FIFO). Simultaneously, a pointer to the
shared memory address location is written into an address control

memory. Switching of the packet data to the correct destination

dwell is achieved by controlling the order in which data is read

from the memory.

The dwell header decoder consists of a look-up table or bit

decoder that determines the destination dwell of the received

subpacket from its header. During the first subframe of the frame,

the subpacket data is routed to the header decoder which deter-

mines the packet destination and creates a write signal to the

proper dwell control FIFO. When a multicast bit is present in the

packet header, the dwell header decoder creates write signals to

multiple dwell control FIFO's. In this manner, multicasting is

achieved by multiple pointers to the same shared memory loca-
tion. Packet duplication within a beam is thus avoided.

The Address Pool FIFO (APF) is used to avoid contention

within the shared memory, by allowing packets to be written only

into unused shared memory addresses. At startup, the address

pool FIFO contains a list of all the shared memory addresses.

When an incoming packet arrives at the shared memory, an

address is fetched from the APF and the packet is written at that

location in memory (address). When the packet is read from the

FIFO, the (now available) shared memory address is written back
into the APF. To avoid contention, both the APF and the shared

memory will be sized slightly larger than one subframe; this

guarantees an available shared memory address at all times.

The shared memory is designed in a dual port configuration so
reads and writes can occur simultaneously as long as the same

address is not being accessed. Once an available address is

determined by the APF, the data is written into the shared memory

at that address. At startup, a full frame of data is written into the

shared memory before any data is read out and routed to the

downlink. Subsequently, frame F is written into the memory

while frame F - 1 is being read (F > 1). The whole transmission

takes F + 1 cycles compared to 2F ifa dual-port configuration was

not used. The actual size of the shared memory depends upon the

chosen bus size and speed, and the amount of coding and redun-

dancy required for fault tolerance.

The dwell control memories manage the temporal switching of

the subpackets within a beam by controlling the order in which the
data is read out of the shared data memory. These FIFO' s consist

of a pair of ping-ponged FIFO' s for each downlink dwell. During
the header decoder which determines the subpacket destination

and creates a write signal to the proper dwell control FIFO. Then,

the address control memory address (which points to the shared

memory address where the packet is stored) is written into that

dwell FIFO. This operation acts as a double pointer to the shared

memory. For multicasted packets, the same address control

memory location is written to multiple dwell FIFO' s.

The dwell control FIFO' s are also used for congestion detec-

tion and control. The fill level of each FIFO is closely monitored.

When a fill threshold somewhere below full is reached, potential

congestion is detected. Overflow (congestion) can be prevented

by adjusting the dwell sizes within a beam, by notifying users to

reduce their transmission rate, or by discarding low priority

packets.

The dwell control FIFO's are sequentially accessed to read

the downlink data out of the data memory and to complete the
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switchingprocess.ThedwellcontrolFIFOoutputpointstoan
addresscontrolmemorylocationwhoseoutputpointsto the
shared memory address location containing the correct data

subpacket. With these pointers, the correct subpacket can be read
from the shared memory. The output module consists of one

output FIFO per downlink beam module. The downlink FIFO' s
buffer the data and provide rate conversion to accommodate the

downlink burst format. Once the outgoing packets are placedinto

responsible for their transmission.

In addition to these three modules described, the shared-memory

per beam architecture will require some onboard processors to

update the look-up tables, control the dwell control FIFO read

signals, monitor congestion on board the satellite, monitor and

report health status of the onboard systems, and communicate

with ground based network control.

Memory requirements for the full-scale shared memory per

beam switch architecture are shown in Table 1. These figures do

not include the memory necessary for the onboard processors or

for fault tolerance purposes. The total architecture was estimated

to consume 300 W of power and to consist of 14 million equivalent

gates, assuming a TFL and CMOS implementation.

TABLE 1.-1SP MEMORY REQUIREMENTS

Memory Depth

Shared memory 20,000 bytes

(15 address bits)

Address pool FIFO 2500 bytes

(12 address bits)

Frame routing 8192 bytes

memory
Dwell control 2500

memories

Address control 2500 bytes

memories (12 address bits)

Uplink FIFO's 256 bits

Downlink FIFO's 40,000 bytes

Width Number

16 bits 8

12 bits 8

8 bits 1

12 bits 64

12 bits 2

1 256

8 8

Fault Tolerance

Onboard satellite systems are susceptible to failures due to the

harsh space environment. Therefore, fault tolerant design plays a
crucial role in maintaining reliable operation of the onboard

systems. The shared memory per beam packet switch will be

implemented using fault tolerance techniques such as fault avoid-
ance, fault detection, fault correction, redundancy, and

reconfiguration. 3 Critical portions of the design, those most

susceptible to failure and those whose failure would cause the
most problems, will first be identified. Fault tolerant design and

special manufacturing techniques will then be used. Critical

subsystems will be designed with techniques of redundancy, error

detection and correction, and reconfiguration to maintain reliable

operation and to gracefully degrade the systems in the event of
failures.

Various fault tolerance objectives have been identified for the

information switching processor. Minimizing the probability of

packet loss, misrouting, and corruption of utmost importance to

achieve fault-free switching. Faulty paths through the switch will

be detected and corrected by the onboard fault tolerant circuits.

Self-checking circuits, which continuously monitor subsystems

during normal operation and detect these faults, 4 will be used.

Off-line testing cannot detect the transient or intermittent faults

that are typically found in VLSI circuits. Ensuring availability,

reliability, and performance of the packet switch over a long

period of time is crucial.

When designing for fault tolerance and fault avoidance, identi-

fying which component should be protected and how much

protection is enough, but not too much, are two main concerns that
arise. One critical subsystem in the shared memory per beam

architecture is the TDM bus. Redundant paths through the TDM
bus are essential because a failure can result in total loss of

switching capability. Another critical subsystem is the beam
header decoder. If the beam header decoder fails, data may be

routed to an incorrect destination beam. Having a"hot spare" will

help remedy this situation. Other critical subsystems are identi-
fied in Table 2.

Fault tolerant design and manufacturing techniques to mini-

mize interconnect-related, environment-related and contamina-

tion-related failures are being considered. The single most

significant factor in the failure of electronics circuits is the

interconnect complexity. Minimizing these failures can be

accomplished by minimizing quantity of interconnects and by

controlling the quality of interconnects. Radiation phenomenon,

thermal problems, and electrostatic discharge can be avoided by

hardening, temperature control, and electrical shielding

respectively. 5

As circuits become more complex, determining that a failure

has occurred becomes more difficult. In the shared memory per

beam structure, the beam memory module has several memory

components that are susceptible to single event upsets (SEU) and

this can lead to misrouted or lost data. Typically, memories that

are used for switching will be protected from SEU effects by error

correcting or majority voting schemes. For hard failures, detec-

tion will be done by on-line and off-line testing techniques.

In-circuit error correction resides at the gate or latch hardware

level, and monitors data errors by syndrome or check bits appended

to the base data. This type of compensation is attractive because
the correction is automatic and transparent, and can potentially
eliminate both hard and soft errors. 5 As shown in Table 2, the

correction mechanism suggested for each subsystem failure is

predominantly error correction coding. Another mechanism

suggested is redundancy, either on-chip or system level. Sub-

systems such as beam header decoder and dwell header decoders

are replicated one-for-one, but beam memory modules are repli-
cated one-for-eight. Therefore, if one beam memory module

experiences failure, the spare one can be switched into service



Critical

TABLE 2.-FAULT TOLERANCE CHART

Subsystem Failure effects Detection Correction Reconfigure

mechanism mechanism technique

Input FIFO's Lost data Error correction ECC Spares

Lost headers coding (ECC)

TDM Bus Total loss of Majority voting MV Redundant paths,
switching (MV) fault tolerant

capability topology

Shared memory Lost data ECC ECC 1 for 1 spare,
partitioning,
APF

Beam header Misrouted data ECC,MV ECC,MV Hot spares

decoder

Dwell header

decoder
Misrouted data ECC,MV ECC,MV Hot spares

Dwell control : Misrouted data F£7C, self- ECC 1 for 8 spares,

FIFO' s checking time-sharing
circuits

Address control Misrouted data ECC ECC 1 for 1 spare,
memories partitioning

Address pool I Lost SM loca- ECC ECC 1 for 1 hot spare

FIFO tions, possible
data overwrite

Beam memory Loss of downlink ECC,MV ECC,MV 1 for 8 spare,
modules beam time-sharing

Output FIFO's Lost data ECC ECC 1 for 1 spare

Processors Loss of switch Watchdog timers, Software Spares

control software techniques

without losing a downlink beam. In many cases, redundancy is the

only alternative to guarantee a predictable performance baseline

over the spacecraft lifetime. Off-line testing techniques such as

boundary-scan and self-test also need to be investigated.

Once fault tolerance techniques have been chosen for imple-

mentation, demonstration and performance verification of the

techniques becomes an issue. The control logic needed to dem-

onstrate the capabilities of fault tolerant schemes can become

complex. These circuits must be capable of simulating failures,

such as SEU's and hard failures, in the ISP hardware. Additional

circuits and techniques must be used to verify the success of the

fault tolerant hardware. The bit error rate is one parameter that is

often observed during performance verification.

NASA Lewis plans to identify and document the fault tolerance

design techniques needed for the entire switch design. Compo-

nents will be chosen that are manufactured using techniques such

as radiation hardness and shielding, and good fault avoidance

design practices will be used. Identification of fault susceptible

and critical performance subsystems is already underway. For the

demonstration hardware model, two or three areas of interest will

be selected for protection, and a different fault tolerance technique

will be applied to each one.

Implementation and Testing

The shared memory per beam packet switch architecture is

complete. NASA plans to simulate the entire packet switch and

to implement critical portions in hardware and demonstrate them

in a laboratory environment. A scaled-down model of the shared

memory per beam architecture has been identified and is shown

in Figure 5. This scaled-down switch will be modeled using

VHDL (VHSIC Hardware Description Language) to demonstrate

the feasibility of the entire switch architecture.
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Figure 5 -- Scaled Down Information Switching Processor Architecture

To simulate fault tolerance, NASA Lewis is using a software

package, called Ptolemy. This package enables a user to study the

interaction between call-processing software and hardware switch

elements. The Ptolemy software can also simulate fault detection
and monitor the overall health of the subsystem during normal

operation, without taking the unit off-line?

Two portions of the switch architecture have been identified as

critical subsystems----_e high-speed TDM bus and the beam

memory modules. The high-speed TDM bus, which includes the
beam header decoder, will be studied to determine the best

method for implementation so that the bus is fault tolerant in a

space environment. Alternatives to an electronic bus, such as

fiber optics, are under investigation. The chosen architecture will

then be implemented in hardware for proof of feasibility and
demonstration.

The other critical subsystem is the beam memory module which

performs the bulk of the packet switching. A scaled-down version
of the beam memory module will be demonstrated in hardware.

Portions of the beam memory module will be designed using

VHDL models and logic synthesis software to take advantage of
the models in the VHDL simulation of the entire switch. Within

the beam memory module, fault tolerance techniques will be

implemented where necessary and feasible.

A significant amount of special test equipment (STE) will be

needed to fully test the features of the high-speed TDM bus and

the beam memory module. The STE responsibilities will include

the creation of user traffic patterns and data to test the functional-

ity of the switch and to demonstrate congestion control, control
and monitor of all tests, verification of proper routing through the

switch, and the simulation of faults and verification of fault

recovery.

Summary_ and Future Directions

The NASA Lewis Research Center is developing a flexible,

high-throughput, fault tolerant onboard information switching

processor for a multichannel communication signal processing

satellite. This information switching processor (ISP) is abaseband

switch used for routing user information among user ground

terminals. A shared memory per beam switch architecture was

chosen for the ISP destination directed packet switch. This

approach performs switching by first routing the subpackets to
their correct destination beam memory module and then by

reordering the subpackets into their correct dwell locations.

NASA plans to simulate the entire shared memory per beam

packet switch, and then to implement critical portions in hardware

and demonstrate them in a laboratory environment. A scaled-

down switch will be modeled using VHDL to demonstrate the

feasibility of the entire switch architecture. Two critical portions

of the switch architecture, the high-speed TDM bus and the beam

memory modules, will be implemented in proof-of-concept
hardware.

Because onboard satellite systems are susceptible to failures in

a harsh space environment, fault tolerant design is required to

maintain reliable operation. The critical portions of the shared

memory per beam packet switch will be implemented using fault

tolerance techniques. A significant amount of special test equip-

ment will be needed to fully test the features of the high-speed

TDM bus and the beam memory module.

Upon successful completion of the switch simulation and
demonstration of the identified critical subsystems of the switch,



NASA will develop a full-scale ISP, either in-house or through

industry contracts. In addition to the switch development, efforts

will focus on the creation of realistic user data and traffic loading

to fully test the switch functionality, congestion control, and

network control.
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